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We’ve come so 1Car...

XS Large file suPPort now also in the server

(currently “namey” onlg}

o HP-UX1.0 suPPort took severa years,
1111, 11.22 and 11.23 followed quickly.

o Windows NT (XP) Port IS ﬁna”g gettiﬂg

the love it needs.



And we continue ahead

o AKerberos 5 solution now
® Another more comple‘ce solution
Coming.

o Kerberos 9, tools will be integratecl.



| mProved recognition

« Vendors Who aren’t IPM no Ionger sneer

when AFS is involved in rel:)orts
submitted to them.

* Some (Applc) HP, RedHat, Sun, SGI)
have actua”g contributed code and

fixes. (oFﬁcia”y and unoﬁqcia”g)



Miles to go

o Network Pertormance complaints

* MacOS510.3 client has a Persistent bug

=inder” and

which is exercised !:)3 5]

native applications.
e

o Cache manager not MP-fast 9et.

* AIXS contributed, but

troublesome.



Oceans to cross

o Ultimate direction for the Windows client

o Linux2.6 saga



The Linux storg

* Updates needed for 2.4 have taPered

otf (notable excePtion: SuSE)

) 4 2.6 dCPIOﬂméﬂt has begun and WE ha\/e

no client Het.

o But? di

client.

~

erent groups now working on a



Taking the bad with the goocl

* 100% PAG solution for 2.6 unlikelg until

Featu re Freeze encls.

o DButonce we have an answer venclors

may take Patches.



Wl’lg the model we have

o Limited cleveioper time Currentlg

available.

7S ‘“"ocusing onl3to reach 1.4,

o Critical fixes are Pushecl tal



Mea culpa

& | ess common PFOBICITIS JEB‘(C longer to

resolve clue to |ac:|< o{: clevelopers.

& FExotic? sgstems harder to clebug due
to low availabilitg () wat SMP).

o Some of this could be solved ]39
OPenA‘F‘SJ Inc.

"y

4

Sut cievelopers hard to find.



Nagging IssuUes

o Disconnected AFS work still not

integratecl.
* No goocl answer to backups, but no 2

sites asking the same question.
o Not Provicling for Proactive monitoring.

o Good admin suite not included.



lmProving Use Cases

XS Looking Zir oossibilities of “hot sPare”

fleserver function.

o Client improvements for clustering

environments: but what?

S OPtimizatiOH for Ial:)tops
(clisconnectecl, power management,

network events)



1.4 expectations

. 4

‘53 USENIX technical conference

XS .’Existing issues resolved
XS Large file “inode’fileserver
XS \/eri%ing enhancements

o Fwe can get full Kerberos e will

target 826



Then what?

* lorwg volume names. (mag]:)e for1.4)

° Ptservc—:r BB Proxg?

XS Multiprotocol file service? (NFSv47
WebDAV?)

o Otherideas?



Opeﬂ/—\FS de\/elopment
snapslﬂo‘c

The 1.4 hits
[more]
Questions?

shaclow@clementia.org



