
June 2004Richard P. Mount,   SLAC

Computing

Richard P. Mount
Director, SLAC Computing Services
Assistant Director, Research Division

DOE Review
June 3, 2004



June 2004Richard P. Mount,   SLAC

SLAC Computing

• BaBar
– The world’s most data-driven experiment

• KIPAC 
– Immediate and future challenges

• Research and development: The science of applying 
computing to science
– Scalable, Data-Intensive Systems
– Particle Physics Data Grid (SciDAC)
– Network research and monitoring (MICS/SBIR/DARPA etc.)
– GEANT4, OO simulation code
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SLAC-BaBar Computing Fabric
Client Client Client Client Client Client

Disk 
Server

Disk 
Server

Disk 
Server

Disk 
Server

Disk 
Server

Disk 
Server

Tape 
Server

Tape 
Server

Tape 
Server

Tape 
Server

Tape 
Server

IP Network 
(Cisco)

IP Network 
(Cisco)

120 dual/quad CPU 
Sun/Solaris
400 TB Sun 
FibreChannel RAID 
arrays

1400 dual CPU Linux 
900 single CPU 
Sun/Solaris

25 dual CPU 
Sun/Solaris
40 STK 9940B
6 STK 9840A
6 STK Powderhorn
over 1 PB of data

Objectivity/DB object database  
+ HEP-specific ROOT software (Xrootd)

HPSS + SLAC enhancements to 
Objectivity and ROOT server code
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BaBar Computing at SLAC

• Farm Processors (4 generations)
• Servers (the majority of the complexity)
• Disk storage (3+ generations)
• Tape storage
• Network “backplane”
• External network

• Planning and cost management
• Tier-A Centers: the distributed approach to BaBar’s

data-intensive computing.
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Sun Netra-T1 Farm
900 CPUs Bought in 2000 (to be retired real soon now)
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VA Linux Farm (bought in 2001)
512 machines, each 1 rack unit, dual 866 MHz CPU
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Rackable Intel PIII Farm (bought in 2002)
512 machines, 2 per rack unit, dual 1.4 GHz CPU
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Rackable Intel P4 Farm (bought in 2003/4)
384 machines, 2 per rack unit, dual 2.6 GHz CPU
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Sun Raid Disk Arrays (Bought 1999, 2000)
about 60 TB in 300 trays (Retired 2003)
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Sun T3 FibreChannel Raid Disk Arrays
0.5 TB usable per tray, (144 trays bought 2001) 
1.2 TB usable per tray, (68 trays bought 2002)
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Electronix IDE-SCSI Raid Arrays
0.5 TB usable per tray,  22 trays bought 2001

(Retired 2003)
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Sun 6120 “T4”
1.6 TB usable per tray,  ~160 trays bought 2003/4
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Tape Drives
40 STK 9940B (200 GB) Drives

6 STK 9840 (20 GB) Drives
6 STK Silos (capacity 30,000 tapes)
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BaBar Farm-Server Network
~22 Cisco 65xx Switches

Farm/Server Network
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SLAC External Network (April 8, 2003)
622 Mbits/ to ESNet

622 Mbits/s to Internet 2
~ 120 Mbits/s average traffic
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SLAC External Network (June 1, 2004)
622 Mbits/ to ESNet

1000 Mbits/s to Internet 2
~210 Mbits/s average traffic
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Infrastructure Issues
No fundable research here!

• Power and Cooling
– UPS system (3x225 KVA) installed, additional capacity planned;
– Diesel generator postponed sine die;
– Most of available 1500 KVA in use;
– Power monitoring system almost complete;
– New 4.0MVA substation almost complete;
– Cooling capacity close to limit (installing additional raised-floor “air handlers”);
– Planning further power and cooling upgrades for 2004 on;
– Logistics of power/cooling installations/modifications are horrendous (24x365 

operation).

• Seismic
– Computer center built like a fort;
– Raised floor is (by far) the weakest component;
– Phased (2-year) replacement now underway;

• Space
– Extension to computer building in 2007-11 plan;
– Exploring use of cheap commercial space to ease near-term pressures and logistics.
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From April 2000 DOE Review

BaBar Offline Computing at SLAC:
Costs other than Personnel

(does not include “per physicist” costs such as desktop support, help 
desk, telephone, general site network)
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Bottom-up Cost Estimate
December 2000, January 2002, January 2003, January 2004

http://www-user.slac.stanford.edu/rmount/BaBar/botupv05.xls
http://www-user.slac.stanford.edu/rmount/BaBar/botup_jan02_final.xls

http://www-user.slac.stanford.edu/rmount/babar/botup_ifc_jan15_03.xls
http://www-user.slac.stanford.edu/rmount/babar/botup_dec03_v04.xls
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Computing Model Approach
• Production:

– OPR Must keep up with Peak Luminosity
– Reprocessing must keep up with Integrated Luminosity
– Skimming must keep up with Integrated Luminosity

• Analysis:
– Must keep up with Integrated Luminosity

(Must be able to re-analyze all previous year’s data plus 
analyze this year’s data during this year.)

• Simulation
– Capacity to simulate 3 x hadronic data sample
– Simulation capacity not costed (mainly done at universities)
– Analysis capacity for simulated data is costed in the model
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Costing the BaBar Computing 
Model

Major drivers of analysis cost:
1. Disk arrays (plus servers, fiberchannel, network, 

racks …)

2. CPU power (plus network, racks, services …)

Major subsidiary cost:
– Tape drives (plus servers, fiberchannel, network, 

racks …).
Driven by disk-cache misses due to analysis 
CPU I/O 
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BaBar Offline Computing Equipment
Bottom-up Cost Estimate (December 2003)

(To be revised annually)
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The Science of Scientific 
Computing

• Between 
– The commercial IT offering (hardware and software) and
– The “application science”

• The current SLAC “application” is principally experimental high-
energy physics
– Geographically distributed
– Huge volumes of data
– Huge real-time data rates

• Future SLAC growth areas include
– Astrophysics

• Data-intensive sky surveys – LSST …
• Simulation – computational cosmology and astrophysics

– SSRL Program
• The explosion of compute and data-intensive biology

– Accelerator Physics: A simulation and instrumentation-intensive 
future
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Research Areas (1)
(Funded by DOE-HEP and DOE SciDAC and DOE-MICS)

• Scalable Data-Intensive Systems
– “The world’s largest database (OK not really a database any 

more)”
– How to maintain performance with data volumes growing like 

“Moore’s Law”?
– How to improve performance by factors of 10, 100, 1000, … ?

(intelligence plus brute force)
– Robustness, load balancing, troubleshootability in 1000 –

10000-box systems.

• Grids and Security:
– PPDG: Building the US HEP Grid – OSG;
– Security in an open scientific environment;
– Monitoring, troubleshooting and robustness.
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Research Areas (2)
(Funded by DOE-HEP and DOE SciDAC and DOE MICS)

• Network Research (and stunts) – Les Cottrell
– Land-speed record and other trophies

• Internet Monitoring and Prediction:
– IEPM: Internet End-to-End Performance Monitoring (~5 years)

SLAC is the/a top user of ESNet and the/a top user of Internet2.  
(Fermilab doesn’t do so badly either)

– INCITE: Edge-based Traffic
Processing and Service Inference for High-Performance Networks 

• GEANT4: Simulation of particle interactions in million to billion-
element geometries
– BaBar, GLAST, LCD …
– LHC program
– Space
– Medical



June 2004Richard P. Mount,   SLAC

Grids

Submitted March 15, 2001

Approved at $3.18M per year for 3 years

Renewal Proposal Submitted February 2004

Approved at $3.25M per year for 2 years
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Particle Physics Data Grid
www.ppdg.net
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PPDG Project

• Just renewed for an additional two years

• Program of work has a significant new focus 
on creating and exploiting the “Open Science 
Grid” (OSG)

• OSG is, initially an ad-hoc effort by SLAC, 
Fermilab, Brookhaven to create a Grid based 
on existing computation, storage and network 
resources

• OSG builds on and learns from Grid 2003
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SLAC-BaBar-OSG

• BaBar-US has been:
– Very successful in deploying Grid data distribution 

(SRB US-Europe)
– Far behind BaBar-Europe in deploying Grid job 

execution (in production for simulation)

• SLAC-BaBar-OSG plan
– Focus on achieving massive simulation production 

in US within 12 months
– make 1000 SLAC processors part of OSG
– Run BaBar simulation on SLAC and non-SLAC 

OSG resources
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GEANT4 at SLAC
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SLAC Computing Philosophy

• Achieve and maintain collaborative 
leadership in computing for high-energy 
physics

• Exploit our strength in the science of applying 
IT to science, wherever it is synergistic with 
SLAC’s mission

• Make SLAC an attractor of talent – a career 
enhancing experience, and fun.
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A Leadership-Class Facility for 
Data-Intensive Science

Richard P. Mount
Director, SLAC Computing Services

Assistant Director, SLAC Research Division

Washington DC,  April 13, 2004
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Outline

• The Science Case for a Leadership-Class Initiative
– DOE Office of Science Data Management Workshop

Richard Mount
– Astronomy and Astrophysics

Roger Blandford/Director KIPAC
– High-energy physics – Babar

David Leith/SLAC

• Proposal Details (Richard Mount)
– Characterizing scientific data
– Technology issues in data access
– The “solution” and the strategy
– Development Machine
– Leadership Class Machine
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The Proposal
A Leadership Class Facility for Data-

Intensive Science
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Characterizing Scientific Data

My petabyte is harder to analyze than 
your petabyte
– Images (or meshes) are bulky but simply 

structured and usually have simple access 
patterns

– Features are perhaps 1000 times less 
bulky, but often have complex structures 
and hard-to-predict access patterns
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Characterizing Scientific Data

• This proposal aims at revolutionizing the 
query and analysis of scientific 
databases with complex structure.

• Generally this applies to feature 
databases (terabytes–petabytes) rather 
than bulk data (petabytes–exabytes)
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Technology Issues in Data 
Access

• Latency

• Speed/Bandwidth

• (Cost)

• (Reliabilty)
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Random-Access Storage Performance
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Historical Trends in Storage Performance
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Storage Issues

• Disks:
– Random access performance is lousy, 

unless objects are megabytes or more
• independent of cost

• deteriorating with time at the rate at which disk 
capacity increases

(Define random-access performance as time taken to randomly access entire contents of a disk)
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The “Solution”

• Disk storage is lousy and getting worse
• Use memory instead of disk  

(“Let them eat cake”) 
• Obvious problem:

– Factor ≥ 100 in cost

• Optimization:
– Brace ourselves to spend (some) more money
– Architecturally decouple data-cache memory from high-

performance, close-to-the-processor memory
– Lessen performance-driven replication of disk-resident data
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The Strategy
• There is significant commercial interest in an architecture 

including data-cache memory
• But: from interest to delivery will take 3-4 years
• And: applications will take time to adapt not just codes, but 

their whole approach to computing, to exploit the new 
architecture

• Hence: two phases
1. Development phase (years 1,2,3)

– Commodity hardware taken to its limits
– BaBar as principal user, adapting existing data-access software to exploit the 

configuration
– BaBar/SLAC contribution to hardware and manpower
– Publicize results
– Encourage other users 
– Begin collaboration with industry to design the leadership-class machine

2. Leadership-Class Facility (years 3,4,5)
– New architecture
– Strong industrial collaboration
– Facility open to all
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Development Machine
Design Principles

• Attractive to scientists
– Big enough data-cache capacity to promise revolutionary 

benefits
– 1000 or more processors

• Processor to (any) data-cache memory latency < 100 
µs

• Aggregate bandwidth to data-cache memory > 10 
times that to a similar sized disk cache

• Data-cache memory should be 3% to 10% of the 
working set (approximately 10 to 30 terabytes for 
BaBar)

• Cost effective, but acceptably reliable
– Constructed from carefully selected commodity components
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Development Machine
Design Choices

• Intel/AMD server mainboards with 4 or more 
ECC dimm slots per processor

• 2 Gbyte dimms (4 Gbyte too expensive this 
year)

• 64-bit operating system and processor
– Favors Solaris and AMD Opteron

• Large (500+ port) switch fabric
– Large IP switches are most cost-effective

• Use of ($10M+) BaBar disk/tape 
infrastructure, augmented for any non-BaBar
use
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Development Machine
Deployment – Year 1

Memory Interconnect Switch Fabric

650 Nodes, each 
2 CPU, 16 GB memory

Storage Interconnect Switch Fabric

> 100 Disk Servers
Provided by BaBar

Cisco/Extreme/Foundry

Cisco/Extreme/Foundry
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BaBar/HEP Object-Serving 
Software

• AMS and XrootD (Andy Hanushevsky/SLAC)
– Optimized for read-only access
– Make 100s of servers transparent to user code
– Load balancing
– Automatic staging from tape
– Failure recovery

• Can allow BaBar to start getting benefit from a new 
data-access architecture within months without 
changes to user code

• Minimizes impact of hundreds of separate address 
spaces in the data-cache memory
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Leadership-Class Facility
Design Principles

• All data-cache memory should be directly 
addressable by all processors

• Optimize for read-only access to data-cache memory
• Choose commercial processor nodes optimized for 

throughput
• Use the (then) standard high-performance memory 

within nodes
• Data-cache memory design optimized for reliable 

bulk storage
– 5µs latency is low enough
– No reason to be on  the processor motherboard

• Operating system should allow transparent access to 
data-cache memory, but should also distinguish 
between high-performance memory and data-cache 
memory
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Leadership-Class Facility
Design Directions

• ~256 terabytes of data-cache memory and ~100 
teraops/s by 2008

• Expandable by factor 2 in each of 2009,10,11
• Well-aligned with mainstream technologies but:

– Operating system enhancements
– Memory controller enhancements (read-only and coarse-

grained locking where appropriate)

• Industry partnership essential
• Excellent network access essential

– (SLAC is frequently the largest single user of both ESNet
and Internet 2)

• Detailed design proposal to DOE in 2006
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Leadership-Class Facility

Memory Interconnect Fabric

Disk and Mass-Storage Hierarchy

SMP systems
100 teraops/s
> 10,000 threads

~ 256 terabytes data-cache 
memory
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Summary

• The Office of Science is a leader in data-
intensive science

• Data-intensive science will demand:
– New architectures for its computing 
– Radically new approaches to exploiting these 

architectures

• We have presented an approach to
– Creating a leadership facility for data-intensive 

science
– Driving the revolutions in approaches to data 

analysis that will drive revolutions in science


	Computing
	SLAC Computing
	BaBar Computing at SLAC
	Sun Netra-T1 Farm900 CPUs Bought in 2000 (to be retired real soon now)
	VA Linux Farm (bought in 2001)512 machines, each 1 rack unit, dual 866 MHz CPU
	Rackable Intel PIII Farm (bought in 2002)512 machines, 2 per rack unit, dual 1.4 GHz CPU
	Rackable Intel P4 Farm (bought in 2003/4)384 machines, 2 per rack unit, dual 2.6 GHz CPU
	Sun Raid Disk Arrays (Bought 1999, 2000)about 60 TB in 300 trays (Retired 2003)
	Sun T3 FibreChannel Raid Disk Arrays 0.5 TB usable per tray, (144 trays bought 2001) 1.2 TB usable per tray, (68 trays bough
	Electronix IDE-SCSI Raid Arrays0.5 TB usable per tray,  22 trays bought 2001                                     (Retired 20
	Sun 6120 “T4”1.6 TB usable per tray,  ~160 trays bought 2003/4
	Tape Drives40 STK 9940B (200 GB) Drives6 STK 9840 (20 GB) Drives6 STK Silos (capacity 30,000 tapes)
	BaBar Farm-Server Network ~22 Cisco 65xx Switches
	SLAC External Network (April 8, 2003)622 Mbits/ to ESNet622 Mbits/s to Internet 2~ 120 Mbits/s average traffic
	SLAC External Network (June 1, 2004)622 Mbits/ to ESNet1000 Mbits/s to Internet 2~210 Mbits/s average traffic
	Infrastructure IssuesNo fundable research here!
	BaBar Offline Computing at SLAC:Costs other than Personnel(does not include “per physicist” costs such as desktop support, h
	Bottom-up Cost EstimateDecember 2000, January 2002, January 2003, January 2004
	Computing Model Approach
	Costing the BaBar Computing Model
	BaBar Offline Computing EquipmentBottom-up Cost Estimate (December 2003) (To be revised annually)
	The Science of Scientific Computing
	Research Areas (1)(Funded by DOE-HEP and DOE SciDAC and DOE-MICS)
	Research Areas (2)(Funded by DOE-HEP and DOE SciDAC and DOE MICS)
	Grids
	Particle Physics Data Gridwww.ppdg.net
	PPDG Project
	SLAC-BaBar-OSG
	GEANT4 at SLAC
	SLAC Computing Philosophy
	A Leadership-Class Facility for Data-Intensive Science
	Outline
	The ProposalA Leadership Class Facility for Data-Intensive Science
	Characterizing Scientific Data
	Characterizing Scientific Data
	Technology Issues in Data Access
	Storage Issues
	The “Solution”
	The Strategy
	Development MachineDesign Principles
	Development MachineDesign Choices
	Development MachineDeployment – Year 1
	BaBar/HEP Object-Serving Software
	Leadership-Class FacilityDesign Principles
	Leadership-Class FacilityDesign Directions
	Leadership-Class Facility
	Summary

