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Drivers for SLAC Computing

Computing to enable today’s data-
intensive science

clusters, interconnects, networks, mass 
storage, ...

Computing research to prepare for 
tomorrow’s challenges

massive memory, low latency, petascale databases, 
detector simulation, ...
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SLAC Computing Fabric
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Storage Growth
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Computing Growth (and Diversification)
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Growth and Diversification
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Continue shared cluster growth as much 
as practical

Increasing MPI (Parallel) capacity and 
support (Astro, Accelerator, and more)

Grid interfaces and support (Atlas et.al.)

Large SMPs (Astro)

Visualization
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Research - Petacache
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PetaCache Goals
The PetaCache architecture aims at 
revolutionizing the query and analysis of 
scientific databases with complex 
structure.

Generally this applies to feature databases 
(terabytes–petabytes) rather than bulk data 
(petabytes–exabytes)

The original motivation comes from HEP
Sparse (~random) access to tens of 
terabytes today, petabytes tomorrow
Access by thousands of processors today, 
tens of thousands tomorrow
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A Decade’s Progress in Access Times
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Latency (1) Ideal
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Memory
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Latency (2) Current reality 
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Latency (3) Practical Goal
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Prototype Machine
Cisco Switch

Data-Servers   64 Nodes, each 
 Sun V20z, 2 Opteron CPU, 16 GB memory

1TB total Memory
Solaris or Linux (mix and match)

Cisco Switches

Clients
up to 2000 Nodes, each 
 2 CPU, 2 GB memory

Linux

PetaCache
MICS + HEP-

BaBar Funding 

Existing HEP-
Funded BaBar 

Systems
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Object-Serving Software
Scala (Xrootd/olbd) (Andy Hanushevsky/SLAC)

Optimized for read-only access

File-access paradigm (filename, offset, bytecount)

Make 1000s of servers transparent to user code

Load balancing

Self-organizing

Automatic staging from tape

Failure recovery

Allows BaBar to start getting benefit from a new data-access 
architecture within months without changes to user code

The application can ignore the hundreds of separate address 
spaces in the data-cache memory
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Proposals from SLAC Science

BaBar
Host part of the (~30 TB) microDST data
Access data via “pointer skims”

GLAST
Will require a ~2TB intensely accessed 
database.  Have asked to test concepts on a 
PetaCache Prototype

LSST Database Prototyping
Proposed tests using a PetaCache prototype
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Summary
Data-intensive science increasingly requires low-latency 
access to terabytes or petabytes
Memory is one key:

Commodity DRAM today (increasing total cost by ~2x)

Storage-class memory (whatever that will be) in the future

Revolutions in scientific data analysis will be another key
Current HEP approaches to data analysis assume that random 
access is prohibitively expensive

As a result, permitting random access brings much-less-than-
revolutionary immediate benefit

Use the impressive motive force of a major HEP 
collaboration with huge data-analysis needs to drive the 
development of techniques for revolutionary exploitation 
of an above-threshold machine.
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Research - Very Large Databases
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SCCS & Very Large Databases

10-year, unique experience with VLDB
designing, building, deploying & managing 
peta-scale production data sets / database world’s 
largest database, 1.4 PB

innovative approaches to managing BaBar’s data 
proposed, designed and developed by SCCS

SCCS leverages VLDB experience to assist LSST in 
solving data-related challenges

effort started ~end of 2004
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LSST: Data Related Challenges

Large volumes
7 PB/year (image and catalog data)
500 TB/year (database)

Most today’s “very large databases”: ~10s TB range

High availability
petabytes  10s of 1000s of disks  daily disk 
failures

Real-time requirement
Transient alerts generated in < 60 sec

Spatial & temporal aspects
Most surveys focus on a single dimension

All data made public with minimal delay
Wide range of users: professional & amateur 
astronomers, students, general public
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SCCS Role in LSST Data Management

SCCS leads Data Access and Database related 
effort

• Current effort
– Architecting data access system
– Database technology choice, design and prototyping

• Coordinating 2 LSST teams
– Data Access Working Group
– Database Group

• ~12 members from SLAC, NCSA, U. Washington, 
Johns Hopkins U., U. Arizona, LLNL, SDSC
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More Details on VLDB Work by SCCS

Prototyping at SCCS
to uncover peta-scale limitations, bottlenecks & 
deficiencies, understand needed improvements
current focus on MySQL, discussing / planning 
DB2 tests with IBM

Close collaboration with key MySQL 
developers

to develop tools and techniques for supporting 
petascale databases
work include large scale tests, providing input and 
feature requests

Working closely with world-class 
database gurus

includes face-to-face discussions, frequent email 
exchanges and co-writing papers
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Growing Visibility of SCCS in 
Astronomical Community

Actively working with astronomical 
community on developing standards

working with 4 large astronomical surveys (LSST, 
SDSS, PanSTARRS, 2MASS) on spatial / GIS1 support 
by RDBMSes
providing input to NVO2

Involved in reviewing computing systems 
of other astronomical surveys
Presented at recognized astronomical 
conferences

SPIE Astronomical Telescopes and Instrumentation
American Astronomical Society

1Geographic Information Systems 2National Virtual Observatory
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Research - Geant4
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SLAC Geant4 team

Geant4 is a toolkit simulating elementary 
particles passing through and interacting 
with matter, and modeling the detector 
apparatus measuring the passage of 
elementary particles and recording the 
energy and dose deposition. 

Geant4 is developed and maintained by 
an international collaboration. 

SLAC is the second largest center next to CERN. 
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SLAC Geant4 Team

The SLAC Geant4 team is strongly 
involved in the development and 
maintenance of Geant4 toolkit.

Makoto Asai 
Deputy-spokesperson, coordinator of Global Architecture, 
Run&Event and Detector Response WGs

Dennis Wright 
Coordinators of Hadronics and Documentation WGs

Joseph Perl 
Coordinator of Visualization WG

Tatsumi Koi
Major developer of neutron physics

Jane Tinsley
Major developer of event biasing options and visualization
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User support and technology transfer

BaBar, the pioneer experiment, adopted 
Geant4 in 2000. They have simulated 
more than 1010 events so far at 20 sites 
in US and Europe.
All experimental programs at SLAC 
including GLAST, EXO and ILC detector 
study rely on Geant4. All of four LHC 
experiments at CERN and most of other 
experiments in US and in the world have 
already adopted it.
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User support and technology transfer

Use of Geant4 not limited to high 
energy and nuclear physics. Users in 
space engineering, medical and industrial 
applications are rapidly expanding.

Geant4 is an excellent showcase of technology 
transfer from particle physics to other fields.

The SLAC Geant4 team supports Geant4 
for all experiments at SLAC. It also acts 
as the support center for all other DOE 
Labs and other users in US.
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Current Uses of Geant4

BaBar

PEP Beamline

ATLAS

CMS

LHCb

GLAST LAT

EXO

Beam Transport

ILC LCD

Astro

Medical
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BaBar
• BaBar at SLAC is the pioneer experiment in HEP in use of Geant4

– Started in 2000

– Simulated 1010 events so far

– Produced at 20 sites in North America and Europe

– Current average production rate  6.1 x 107 events/week

Now simulating PEP beam line 
as well (-9m < zIP < 9m) 

Courtesy of D.Wright (SLAC)
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Courtesy of F.Longo (INFN/Trieste) 
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Geant4 simulation of EXO

Full detector view
With Pb shielding

Courtesy of J-L.Vuilleumier (Neuchatel) 
and M.Breidenbach (SLAC) 

• Enriched Xenon Observatory for double beta decay
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Geant4 for beam transportation

Courtesy of V.D.Elvira (FNAL)
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ILCFor International Linear 
Collider experiment

Courtesy of N.Graf (SLAC)

Full Support of 
SLAC Geant4

Team
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Simulation of Single Event Effects on SRAM 
in space radiation environments
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Harald Paganetti

GEANT4 based proton dose calculation 
in a clinical environment: technical 
aspects, strategies and challenges

37



38



Tutorial courses
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http://top25.sciencedirect.com/index.php?subject_area_id=21
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http://www.in-cites.com/hotpapers/2004/november04-eng.html

http://www.in-cites.com/hotpapers/2005/jan05-eng.html

http://www.in-cites.com/hotpapers/2005/mar05-eng.html

http://www.in-cites.com/hotpapers/2005/may05-eng.html

http://www.in-cites.com/hotpapers/2005/july05-eng.html
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